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Qualitative Comparison

In supplementary material, we show more results of qualitative comparison between our proposed NL-ConvLSTM and

other state-of-the-art methods on both Yang et al.’s dataset [5] and Vimeo-90K [3]. In each table, the (2nd-8th) columns

are cropped patches from the full frame (the 9th column). Patch (in the 2nd column) is compressed from the raw patch

(in the 8th column) by HEVC. The (3rd-7th) columns are the enhanced results via ARCNN [1], DnCNN [6], DSCNN [4],

MFQE [5](or DKFN [2]), and Ours, respectively. Table 1 are the visual results on Yang et al.’s dataset, Table 2 are the frames

from Vimeo-90K. Taking some cases for examples:

In Yang et al.’s dataset, comparing MFQE and other methods, especially in the 9th, 12th row of Table 1, our proposed

method removes the blocking artifact notably. In the 7th, 10th, and 11th row of Table 1, our method recovers the cut lines

successfully. In the 1st and 3rd row of Table 1, our method handles the staircase noise better than the other methods. Moreover,

our method can recover the missing details caused by some basic mathematical transforms in compression algorithm in the

16th row of Table 1, while other methods can not.

In Vimeo-90K, it is notable that our method performs much better than DKFN and others in blocking removal in the 1st,

7th, and 15th row of Table 2. Moreover, DKFN and other methods have the problem of treating surface roughness textures as

artifact and tending to erase them, such as in 8th, 14th, and 18th of Table 2. Meanwhile, our method is capable of reducing

distortions while maintaining textures.

Based on these observations, our method achieves the best qualitative performance among existing methods.
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Table 1: More Visual Results on Yang et al.’s dataset
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Table 2: More Visual Results on Vimeo-90K
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